Coding Scheme Optimization for Fast Fluorescence Lifetime Imaging
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Fluorescence lifetime imaging (FLIM) is used for measuring material properties in a wide range of applications, including biology, medical imaging, chemistry, and material science. In frequency-domain FLIM (FD-FLIM), the object of interest is illuminated with a temporally modulated light source. The fluorescence lifetime is measured by computing the correlations of the emitted light with a demodulation function at the sensor. The signal-to-noise ratio (SNR) and the acquisition time of a FD-FLIM system is determined by the coding scheme (modulation and demodulation functions). In this article, we develop theory and algorithms for designing high-performance FD-FLIM coding schemes that can achieve high SNR and short acquisition time, given a fixed source power budget. Based on a geometric analysis of the image formation and noise model, we propose a novel surrogate objective for the performance of a given coding scheme. The surrogate objective is extremely fast to compute, and can be used to efficiently explore the entire space of coding schemes. Based on this objective, we design novel, high-performance coding schemes that achieve up to an order of magnitude shorter acquisition time as compared to existing approaches. We demonstrate the performance advantage of the proposed schemes in a variety of imaging conditions, using a modular hardware prototype that can implement various coding schemes.
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1 INTRODUCTION

Fluorescence is the phenomena where a material absorbs light at certain wavelengths, and then emits light at different, typically longer wavelengths. The wavelengths at which light is absorbed and emitted are characteristic of the physical and chemical properties of the material (Hollas 2004). Therefore, the excitation and emission spectra are used as signatures for material recognition in a variety of applications, such as wine classification (Airado-Rodríguez et al. 2009), honey classification (Lenhardt et al. 2015), and oil classification (Sikorska et al. 2005).

Spectrum based fluorescence imaging techniques rely on steady-state measurements, i.e., the measurements are assumed to be constant over time. However, fluorescence also manifests as a transient (high-speed temporal) phenomena. When the molecule of a fluorescent material absorbs a photon, it goes into an excited state. The molecule returns to the ground state after a time delay, when it emits a photon. The delay between absorption and emission of photon is a random variable (due to the stochastic nature of emission), with an exponential distribution (Becker 2014). The mean delay, i.e., the average time the molecule spends in the excited state prior to returning to the ground state, is called fluorescence lifetime. The typical scale of the fluorescent lifetime is from several picoseconds (ps) to several nanoseconds (ns) (Bastiaens and Squire 1999).

Due to the exponential distribution of time delay, if a fluorescent material is illuminated with a short (e.g., few picoseconds duration) light pulse, the intensity of the emitted light decays exponentially over time. The rate of the exponential decay and the fluorescence lifetime provide information about material properties (e.g., temperature, viscosity, pH (Shi et al. 2014), chemical concentration (Sun et al. 2015)) that is often not available in the steady-state fluorescence spectral measurements (Berezin and Achilefu 2010). As a result, fluorescence lifetime imaging (FLIM) has found applications in several domains, including biology, medicine, chemistry, material science, agriculture, and art, where it has been used to distinguish between cancerous and noncancerous tissue (Colasanti et al. 2000; Pradhan et al. 1995), perform fingerprint detection (Seah et al. 2005, 2006), non-destructive fruit quality detection (Kim et al. 2008), non-invasive artwork analysis (Comelli et al. 2004; Nevin et al. 2007), and wood classification (Donaldson and Radotic 2013).

Broadly, FLIM techniques can be classified two ways: time domain (TD) FLIM, and frequency domain (FD) FLIM. In TD-FLIM, the sample of interest is illuminated with a short light pulse. A high-speed sensor (e.g., a single photon avalanche diode (Pancheri et al. 2013)) records the time profile of the emitted light, from which lifetime is extracted by performing an exponential function fit. Although TD-FLIM achieves high precision, it requires expensive components (short-pulse laser, high-speed sensor) (Elson et al. 2004). Furthermore, since the sensor requires capturing the entire time profile of the emitted light, in most cases (e.g., TD-FLIM by time-correlated single photon counting), the sample needs to be scanned one pixel at a time due to bandwidth constraints, making it prohibitively slow, especially for in vivo diagnostic applications where the motion artifacts need to be minimized (Requejo-Isidro et al. 2004).

Our focus is on frequency domain FLIM (FD-FLIM), where the sample is illuminated continuously (instead of with short pulses), with a light source whose brightness is modulated over time. The sensor captures intensity measurements by correlating the emitted light with a demodulation function, over relatively long integration times (e.g., few milliseconds). FD-FLIM requires capturing a small number (as few as three) of correlation intensity measurements in order to recover the lifetime (Elder et al. 2008), with relatively low cost components. The signal-to-noise ratio (SNR), and hence, the acquisition time, of a FD-FLIM system is determined by the coding scheme (modulation and demodulation functions) used. Most existing FD-FLIM systems use sinusoid coding (Philip and Carlsson 2003) or square waves (Booth and Wilson 2004; Schlachter et al. 2009). For example, an often used FD-FLIM coding scheme is sinusoid coding, where both modulation and demodulation functions are sinusoids of the same frequency (Philip and Carlsson 2003). Unfortunately, the SNR achieved by sinusoid coding remains low, thus often requiring long acquisition times to achieve the desired precision.

We propose a geometric framework for design and analysis of novel, high-performance FD-FLIM coding schemes. We define the mean lifetime error, a measure of coding scheme performance, based on a geometric analysis of the FD-FLIM image formation model. The mean lifetime error is conceptually easy to understand, and can be used to predict the performance of a given coding scheme over a specified range of lifetimes. However, mean lifetime error requires expensive numerical computations. Therefore, a coding scheme optimization procedure that directly uses the mean lifetime error as an objective function, remains prohibitively expensive from a computational standpoint.

Contributions and Implications. Our main theoretical contribution is the derivation of a computationally lightweight surrogate for the mean lifetime error based on the first-order partial derivative of the FD-FLIM image formation equation. The surrogate is considerably faster to compute than the mean lifetime error, and thus, enables us to efficiently explore the large space of FD-FLIM coding functions to find the optimal solution. Based on this surrogate objective, we design FD-FLIM coding schemes that achieve up to an order of magnitude higher acquisition speed (given a fixed source power budget), as compared to conventional schemes. An example is shown in Figure 1. FD-FLIM can be considered a special case (with an exponential impulse scene response) of transient imaging. Due to this relationship, the scope of transient and time-of-flight (ToF) imaging principles developed in graphics and computer vision could be expanded to a broader set of applications involving FLIM (e.g., medical and clinical). Furthermore, the proposed FD-FLIM measurement optimization approaches can be used in transient imaging scenarios where the scene’s impulse response can be modeled as an exponential function (e.g., single scattering (Wu et al. 2012)).
**Hardware Prototype.** We develop a proof-of-concept hardware prototype (Figure 1(c)) capable of implementing a wide range of coding schemes, and demonstrate the performance benefit of the proposed coding schemes, for several materials and a broad range of SNR scenarios. Our current hardware prototype is slow in acquisition because it is based on mechanical scanning. The proposed coding schemes can potentially be implemented on full-frame FLIM systems (Requejo-Isidro et al. 2004) for real-time FLIM measurements (Bhandari et al. 2015a).

2 RELATED WORK

**Performance Metric and Code Design for FLIM.** There has been surprisingly little work on optimization of coding functions for FLIM. While a few specific functions (e.g., sinusoid, square waves, impulse function) have been evaluated in terms of a figure of merit called F-value (Elder et al. 2008; Esposito et al. 2007; Lin and Gmitro 2010; Philip and Carlsson 2003), there is no general recipe for designing optimal FD-FLIM coding schemes. Our goal is to develop universal, easy to compute, performance metrics for the entire space of coding schemes, which can be used to design and analyze novel, high-performance coding schemes that considerably outperform existing approaches in a broad range of scenarios.

**Fluorescence in Computer Vision and Graphics.** Fluorescence-based phenomena have been used in computer vision and graphics in various contexts. For example, the observation that fluorescent materials behave approximately like Lambertian surfaces (emits light equally in all directions) was used to reconstruct 3D shape (Sato et al. 2012; Treibitz et al. 2012). Hullin et al. (2008) developed a technique to reconstruct 3D shape of transparent objects by immersing them in fluorescent liquid. Fu et al. (2014) proposed an inter-reflection removal method using reflective and fluorescent components in two channels from the captured image of a fluorescent object. Han et al. (2012) used fluorescence emission for estimating camera spectral sensitivity. Approaches for jointly capturing (Hullin et al. 2010), and using reflectance and fluorescent emission images, e.g., for improved classification of coral reef images (Beijbom et al. 2016), have also been proposed. These approaches are based on steady-state fluorescence spectral measurements. In contrast, this article focuses on the transient aspects of fluorescence.

**Relationship to Transient Imaging.** The goal of transient imaging is to recover the entire time profile of light transport. Wu et al. (2012) decomposed light transport into individual components (direct, indirect, scattering, inter-reflections) for scene analysis applications. Veltken et al. (2012) recovered 3D shape around a corner using transient imaging. Heide et al. (2013, 2014) obtained transient images by a correlation-based ToF image sensor.

In general, the structure of transient waveforms depends on scene complexity, and can have arbitrary shapes. Typically, hundreds of measurements, per-pixel, are required to recover the transient waveforms. In contrast, the focus of this article is on FLIM, where the incident waveform can be modeled by an exponentially decaying function with a single parameter (Equation (1)). Therefore, only a few measurements are sufficient to recover the fluorescence lifetime. The proposed approaches can be relevant in transient imaging scenarios where the scene’s impulse response can be modeled as a low-dimensional parametric function. For example, subsurface scattering, among various light transport components, can be modeled with an exponentially decaying function where the decay parameter is related with concentration of scattering media (Wu et al. 2012).

**Fluorescence Lifetime Estimation with ToF sensors.** Recently, approaches based on ToF sensors have been proposed for low-cost fluorescence lifetime estimation. Esposito et al. showed that CCD/CMOS sensors, originally developed for depth sensing, can be used for lifetime estimation (Esposito et al. 2006, 2005). Bhandari et al. also showed that lifetime can be estimated with ToF sensors using codes unifying time domain and frequency domain approaches (Bhandari et al. 2015b; Bhandari and Raskar 2016). Our goal is different. Instead of analyzing specific hardware implementations and sensors, we develop a general coding theory for FD-FLIM. We envision that the proposed coding schemes and optimization approaches, along with modern transient and ToF sensors, will enable faster and low-cost hardware implementation of FD-FLIM in the future.

3 IMAGE FORMATION MODEL

3.1 Fluorescence Transient Response

The fluorescence transient response \( h(t; \tau) \) of a material is defined as the exponentially decaying temporal intensity profile of the emitted light, after the material is illuminated with a light impulse \( \delta(t) \). \( h(t; \tau) \) is given as

\[
    h(t; \tau) = \frac{1}{\tau} e^{-\frac{t}{\tau}} \quad (t \geq 0),
\]

where \( \tau \) is the material’s fluorescence lifetime; it determines the rate of exponential decay.\(^1\) \( h(t; \tau) \) is normalized so that \( \int_{0}^{\infty} h(t; \tau) = 1 \).

3.2 FD-FLIM Imaging Model

A FD-FLIM imaging system consists of a light source (e.g., a laser diode) used to illuminate the sample of interest, and a sensor used to capture the fluorescence emission, as shown in Figure 2. Let the intensity of the source be temporally modulated according to a periodic function \( M(t) \) \( (M(t) \geq 0) \), also called the modulation or the excitation function. Due to absorption of incident light and fluorescence, the sample emits light, which is captured by the sensor. Then, the fluorescence emission \( E(t) \),\(^2\) as observed at the sensor, is given as a scaled and offset version of the convolution of \( M(t) \)

\(^1\) We assume mono-exponential decay, where the fluorescence emission intensity follows a single exponential function. Certain fluorescent materials have multi-exponential decay, where the fluorescence emission profile is a linear combination of multiple exponential functions (Lakowicz 2006). While designing coding schemes for multi-exponential decay is outside the scope of this article, the approaches presented in this article can potentially be extended for multi-exponential lifetime decay estimation. This forms a promising future research direction.

\(^2\) The wavelengths of the emitted light \( E(t) \) and incident signal \( M(t) \) are different due to fluorescence spectral shift (also called Stokes shift). In this article, for ease of notation, we ignore the wavelength dependence, and consider only the temporal variation of the incident and emitted signals. In practice, a dichroic mirror can be used to reflect the incident light to the sample and to transmit the fluorescence emission to the sensor, based on the wavelength, as shown in Figure 2.
3.3 FD-FLIM vs. C-ToF Imaging

Conceptually, the image formation model of FD-FLIM shares many aspects with that of continuous wave ToF (C-ToF) imaging [Bhandari et al. 2015a]. Both imaging modalities require temporal coding of light intensities, and sinusoid coding is a well-established method for such tasks. However, as discussed in Section 3.3, the primary difference lies in the spatial encoding mechanism.

Nomenclature. In the rest of the article, we will use the names of modulation and demodulation functions to denote a coding scheme. For example, “Sinusoid-Square” denotes a coding scheme that uses sinusoid modulation functions, and square demodulation functions.

Fig. 2. Image formation model of FD-FLIM. A light source with temporally modulated intensity according to function $M(t)$ excites a fluorescent sample. The resulting fluorescence emission $E(t)$ captured by a sensor is correlated with the demodulation function $D(t)$ to get the image intensity $B$. The lifetime $\tau$ is measured from an intensity vector $B = [B_1, B_2, \ldots, B_K]$ (K ≥ 3) where each measurement $B_i$ is captured using a different pair of modulation and demodulation functions.

\[ B(t) = \int dt \quad \text{and} \quad \alpha \leq \beta \leq \gamma \]

where $\alpha$ is a scale factor depending on system parameters (e.g., system instrumentation) and the sample (e.g., concentration, quantum yield). $\gamma$ is an offset corresponding to ambient illumination due to external sources and $\otimes$ is a convolution operator. Equation (2) does not account for the temporal shift in $E(t)$ caused by the travel time along the excitation path (light source → sample) and the emission path (sample → sensor). We assume this shift can be compensated independently and compensated by a calibration process.

The sensor computes the correlation of the emitted light $E(t; \tau)$ with a demodulation function $D(t)$ (0 ≤ $D(t)$ ≤ 1). We assume that both modulation function $M(t)$ and demodulation function $D(t)$ are periodic functions with the same fundamental frequency $f_0$, i.e., the same period $T_0 = 1/f_0$ (homodyne detection). The ideal (noise-free) measured intensity $B$ is given as

\[ B = \int_T E(t; \tau) D(t) \, dt, \tag{3} \]

where $T \gg T_0$ is the sensor integration time. Next, we define $U(\tau) = \int_T (M \otimes h)(t; \tau) D(t) \, dt$ as the fluorescence correlation function. It is described completely by the modulation and demodulation functions $M(t)$ and $D(t)$, respectively, and is a function only of the fluorescence lifetime $\tau$. Substituting Equation (1) and Equation (2) into Equation (3), the measured image intensity is given as

\[ B(\alpha; \beta; \tau) = \alpha U(\tau) + \beta, \tag{4} \]

where $\beta = \gamma \int_T D(t) \, dt$ is the component of the measured intensity due to ambient light sources (other than the laser source). Equation (4) is the image formation equation of FD-FLIM. It states that the measured intensity is a function of three arguments: $\alpha$, $\beta$, and $\tau$. In general, all three are unknown. Therefore, K (K ≥ 3) intensity measurements are needed to recover the unknowns, where each measurement $B_i$ (1 ≤ $i$ ≤ K) is taken by using a different pair of modulation and demodulation functions $M_i(t)$ and $D_i(t)$, respectively. For example, one popular FD-FLIM measurement method is sinusoid coding, where both modulation and demodulation functions are sinusoids of the same frequency (Philip and Carlsson 2003). Different intensity measurements are taken by phase-shifting the demodulation function, while the modulation function remains the same. Let the set of measured intensities be represented as a vector $B = [B_1, B_2, \ldots, B_K]$ in the K-dimensional intensity space. For a given tuple of unknowns $\alpha$, $\beta$, and $\tau$, $B$ is completely determined by the coding scheme $C$, which is defined as the set of modulation and demodulation functions $C = \{M_i(t), D_i(t)\}$, 1 ≤ $i$ ≤ K. The analysis in the article is generally valid for the entire space of modulation and demodulation functions that are physically realizable (i.e., bounded amplitudes of modulation and demodulation functions), given a fixed light source power budget. Please refer to Section 6 for amplitude constraints for $C$. Further practical constraints can be imposed on $C$ due to the source peak power or system bandwidth. Figure 3(a) shows the set of intensity vectors $B$ when K = 3 and sinusoid is used for both modulation and demodulation functions. The locus of $B$ is obtained by changing $\tau$ while fixing $\alpha$ and $\beta$. Relationship to Phasor Plot Representation: The semi-circle shape in Figure 3(a) looks similar to the phasor plot often used to illustrate fluorescence emission with sinusoid illumination (Digman et al. 2008). However, while a phasor plot is the representation of amplitude attenuation and phase shift of sinusoid fluorescence emission, Figure 3(a) is the set of raw intensity values after integration of fluorescence emission with demodulation functions. In general, for a non-sinusoid coding scheme, the shape of the set of $B$ is not a semi-circle.
coding scheme in both modalities. However, beyond these high-level similarities, these two modalities have important differences, with different goals. The main difference in the image formation model is the impulse response \( h(t) \) of the scene. As stated in Equation (1), the impulse response for FD-FLIM is an exponentially decaying function. In contrast, the impulse response for C-ToF is a shifted delta function \( h(t) = \delta(t - \frac{d}{c}) \), where \( d \) is the scene depth, and \( c \) is the speed of light. This key difference in \( h(t) \) leads to several distinctions between FD-FLIM and C-ToF imaging, as discussed below. The main differences are also summarized in Table 1.

**Functional Form of Reflected vs. Emitted Light.** In C-ToF imaging, the light emitted from the source is time-shifted during travel from source to the scene and back, and thus, retains its functional form (e.g., a square wave remains a square wave). In contrast, in FD-FLIM, due to the exponential response function, the functional form of the fluorescence emission can be different from that of the incident light. As a result, the fluorescence lifetime information is encoded in not just the shift, but other properties of the waveform received at the sensor. For example, with sinusoid modulation functions, fluorescence lifetime information is encoded in both the amplitude and the phase shift of the emission signal. In contrast, in C-ToF, depth information is encoded in only the phase shift of the reflected signal. Please see the supplementary technical report for a detailed explanation.

**The Space of Intensity Points When Lifetime or Scene Depth is Varied.** Consider the locus of intensity points \( B \) for FD-FLIM, as \( \tau \) is varied. The set of points form a 1D curve. Similarly, the set of intensities captured by a C-ToF imaging system, as scene depth is varied, also form a 1D curve in the intensity space (Gupta et al. 2018). For example, Figure 3(a) and (b) show example sets of intensity points \( B \) for FD-FLIM and C-ToF imaging (for \( K = 3 \) sinusoid-sinusoid coding), as \( \tau \) and \( d \) are varied, respectively. The key difference is that in FD-FLIM, the locus of \( B \) forms an open curve, but forms a closed loop in C-ToF imaging, which wraps around itself as \( d \) is increased further. Therefore, while C-ToF based depth measurements are limited to a specific unambiguous depth range due to phase wrapping (Hansard et al. 2012), an FD-FLIM system, in principle, can recover the entire range of lifetimes \( \tau \in [0, \infty) \), without ambiguities, with as few as three measurements.

**The Optimal Modulation Frequency.** For C-ToF imaging, the distance between intensity points on the curve remains the same if \( d \) increases by a constant amount, as shown in Figure 3(b). Also, the spacing between points increases uniformly over the entire curve, as the frequency of the modulation functions increases (Gupta et al. 2018; Lange 2000). On the other hand, in FD-FLIM, the distance between intensity points is non-uniform (exponentially decreasing as \( \tau \) increases), as shown in Figure 3(a). Furthermore, as the modulation frequencies increase, the inter-point distance increases for relatively short \( \tau \)’s, whereas it becomes shorter for relatively long \( \tau \)’s. Therefore, the optimal frequency (in terms of lifetime recovery precision) in FD-FLIM is actually a function of the lifetime \( \tau \). In contrast, in C-ToF imaging, higher modulation frequencies always result in higher depth precision, irrespective of the scene depths. Please see the supplementary technical report for details.

### Table 1. Comparisons between FD-FLIM and C-ToF Imaging

<table>
<thead>
<tr>
<th>C-ToF Imaging</th>
<th>FD-FLIM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Space of intensity points when the lifetime or scene depth is varied</td>
<td>Closed loop with wrapping</td>
</tr>
<tr>
<td>Optimal modulation frequency</td>
<td>High frequencies</td>
</tr>
</tbody>
</table>

**3-D unknown space**

**K-D intensity space**

![Fig. 4. Coding space theory of FD-FLIM.](image)

The 3D unknown space is the set of all possible unknown vectors \( \{U = [\alpha, \beta, \tau]\} \), and the K-D intensity space \( \{K \geq 3\} \) is the set of corresponding intensity vectors \( \{B = [B_1, B_2, \ldots, B_K]\} \). A coding scheme maps \( U \) to \( B \), and the noise \( \Lambda \) in \( B \) causes the lifetime error \( \Delta \tau = |\hat{\tau} - \tau| \).

### 4 MEAN LIFETIME ERROR

In this section, we define a new measure to evaluate the performance of a given FD-FLIM coding scheme, based on the mean precision of the recovered lifetime. Consider the 3D space consisting of all possible unknown vectors \( \{U = [\alpha, \beta, \tau]\} \), as shown in Figure 4. A given coding scheme maps an unknown vector \( U \) in the unknown space to a true (without noise) intensity vector \( \Lambda = \hat{B} - B \) in a K-dimensional intensity space. However, due to various sources of measurement noise (e.g., photon noise, sensor read noise, quantization noise), the sensor measures a noisy intensity vector \( \hat{B} = B + \Lambda \) in the intensity space, where \( \Lambda \) is the noise vector. A decoding algorithm then maps \( \hat{B} \) to an estimated unknown vector \( \hat{U} \), as shown in Figure 4. Consider a plane \( \Pi \) in the unknown space, parallel to the \( \alpha \) and \( \beta \) axes, and passing through the estimated unknown vector \( \hat{U} \). Note that all the vectors on plane \( \Pi \) correspond to the same lifetime \( \tau \). Therefore, the shortest (perpendicular) distance from the true unknown point \( U \) to \( \Pi \) is the lifetime estimation error \( \Delta \tau = |\hat{\tau} - \tau| \), as shown in Figure 4.

Since noise vector \( \Lambda \), and hence, the measured intensity vector \( \hat{B} \) are random variables, the expected lifetime error for a given
unknown $U = [\alpha, \beta, \tau]$ and coding scheme $C$ is given as

$$E[\Delta \tau](C) = \int_B |\tau - \hat{\tau}| p(\hat{B}|B(C)) d\hat{B},$$

(5)

where $p(\hat{B}|B)$ is the probability density function of the measured noisy intensity $\hat{B}$, given the true intensity $B$, which is determined by $U$ and $C$. $p(\hat{B}|B)$ follows the $K$-dimensional normal distribution $^3 N(B, \Sigma)$, where $\Sigma$ is a noise covariance matrix determined by the noise model, including photon noise and read noise (Hasinoff et al. 2010). For the sake of simplicity, we assume $\Sigma$ is diagonal. Equation (5) provides the expected lifetime error for a specific lifetime, corresponding to the unknown point $U$. The mean lifetime error for a given range of lifetimes $[\tau_1, \tau_2]$ is given as

$$E_{mean}[\Delta \tau](C; [\tau_1, \tau_2]) = \frac{1}{\tau_2 - \tau_1} \int_{\tau_1}^{\tau_2} \int_B |\tau - \hat{\tau}| p(\hat{B}|B(C)) d\hat{B} d\tau.$$

(6)

Equation (5) is a special case of Equation (6) when $\tau_1 = \tau_2 = \tau$. The mean lifetime error is a measure of the performance of any given coding scheme, in terms of the precision of the recovered lifetime.

The mean lifetime error is a universal objective: given any coding scheme, the mean lifetime error can be numerically computed using the expression in Equation (6). Figure 6(a) shows the inverse mean lifetime error $E_{mean}[\Delta \tau]^{-1}$ over the frequency $f_0$ for several coding schemes. Refer to Table 3 for the functional forms of each coding scheme. Based on the mean lifetime error, we define the optimal coding scheme $C_{opt}$ as the coding scheme that minimizes the mean lifetime error, over a specified range of lifetimes $[\tau_1, \tau_2]$:

$$C_{opt} = \arg \min_C E_{mean}[\Delta \tau](C; [\tau_1, \tau_2]),$$

(7)

where $E_{mean}[\Delta \tau](C; [\tau_1, \tau_2])$ is the mean lifetime error achieved by a coding scheme $C$ over the lifetime range $[\tau_1, \tau_2]$.

Computational Considerations for Mean Lifetime Error.

The mean lifetime error derived in Equation (6) is generally applicable to the entire space of coding schemes, and thus can be used as a valuable analysis tool for evaluating the performance of different schemes. However, unfortunately, mean lifetime error does not have a closed-form analytical expression, and requires computationally intensive numerical computations, which involve the inverse problem of computing lifetime estimate $\hat{\tau}$ from the measured intensities.

In general, there is no closed-form solution for estimating $\hat{\tau}$, except for a few specific cases (e.g., Sinusoid - Sinusoid). Therefore, for most coding schemes, this decoding step requires an expensive iteration-based search procedure. Furthermore, the expression for the mean lifetime error requires high-dimensional numerical integration over the intensity space. As a result, estimating mean lifetime error, while conceptually simple, is prohibitively expensive from a computational standpoint for it to be used as an objective function in an efficient FD-FLIM coding optimization method.

5 FAST SURROGATE FOR MEAN LIFETIME ERROR

In this section, we derive a fast surrogate objective for the mean lifetime error, based on a first-order differential analysis of the FD-FLIM image formation model. The surrogate does not require computationally intensive decoding and integration, and thus, is significantly (three to four orders of magnitude) faster to compute as compared to the mean lifetime error, while accurately predicting the relative performance of different FD-FLIM coding schemes. Due to these properties, it can be used to efficiently explore and optimize over the space of coding schemes. In the following, we derive the surrogate.

First-Order Approximation of FD-FLIM Model. The mean lifetime error derived in the previous section (Equation (6)) is based on a relationship between intensity deviation (expressed as noise vector $\Lambda = \hat{B} - B$), and the resulting lifetime error $\Delta \tau = |\hat{\tau} - \tau|$. We can approximate the relationship between the intensity deviation and the lifetime error by taking the first-order partial derivative of the measured intensity $B$ with respect to $\tau$ from the image formation model (Equation (4)). Let $B_\tau = \partial B/\partial \tau$ be the partial derivative of intensity vector $B$ with respect to $\tau$. The $L_2$-norm of the vector $B_\tau$ is given as $\|B_\tau\| = \|B_\tau\|$. Rearranging, we get a relationship between differential lifetime error $|\Delta \tau|$ and the norm of the differential intensity variation vector $\partial B = [\partial B_1, \ldots, \partial B_K]$:

$$|\Delta \tau| = \|\partial B\| / \|B_\tau\|.$$

(8)

Consider an intensity variation (noise) vector $\Lambda = [\Lambda_1, \ldots, \Lambda_K]$, where $\Lambda_i$ is the standard deviation of noise in $B_i$ ($i = 1, \ldots, K$), the $i$th intensity measurement. $\Lambda = \text{diag}(\Sigma)$, where $\Sigma$ is the noise covariance matrix that can be computed from the intensity measurements $B$ using the affine noise model. $\Lambda$ can be considered a representative (root-mean-square) intensity variation vector for the measurements. Then, by using the first-order approximation in the above equation, the first-order lifetime error $\Delta \tau_f$ due to intensity variation vector $\Lambda$ can be approximated as

$$\Delta \tau_f = \|\Lambda\| / \|B_\tau\|.$$

(9)

With a slight abuse of notation, we define the mean $\Delta \tau_f$, over a range of lifetimes $[\tau_1, \tau_2]$ as

$$\Delta \tau_f = \frac{1}{\tau_2 - \tau_1} \int_{\tau_1}^{\tau_2} \|\Lambda\| / \|B_\tau\| d\tau.$$

(10)

The first-order lifetime error $\Delta \tau_f$ can be computed from vectors $\Lambda$ and $B_\tau$, both of which can be estimated with minimal computations directly from the image formation equation, without computationally expensive inverse decoding or numerical integration required to estimate the mean lifetime error. However, unfortunately, $\Delta \tau_f$ does not accurately predict the coding scheme performance. Figure 6(a) and (b) compare the mean lifetime error $E_{mean}[\Delta \tau]$ and the first-order lifetime error $\Delta \tau_f$, as a function of modulation frequency, for several coding schemes. All the values $B_\tau$ can be estimated analytically as $B_\tau = \alpha \mathcal{U}(\tau)$ from Equation (4), if $\mathcal{U}(\tau)$, the gradient of the fluorescence correlation function, can be expressed in an analytical form. In general, $B_\tau$ can be computed numerically by finite element approximation as $(B(\tau + \Delta \tau) - B(\tau))/\Delta \tau$, with an infinitesimal $\Delta \tau$. In our computations, we used the numerical approach with $\Delta \tau = 0.001\text{ns}$.

---

\footnote{We assume that photon noise follows normal distribution. For a relatively large number of photon counts, Poisson distribution approaches the normal distribution, due to the central limit theorem.}
Surrogate derivation. The direction \( n \) along which the variation in \( B \) leads to the maximum variation in decoded lifetime. The maximum differential lifetime error can be approximated by the norm of the noise variance along \( n \) divided by the norm of \( B_{\max} \), which is the projection of \( B_{\tau} = \frac{\partial B}{\partial \tau} \) onto \( n \). The surrogate is the average of the maximum differential lifetime error over a range of lifetimes.

Geometrical Analysis of FD-FLIM Imaging Model. The main reason behind weak correlation between \( \mathbb{E}_{mean}[\Delta \tau]^{-1} \) and \( \Delta \tau_f \) is the following. The approximation in Equation (9) implicitly assumes that the noise vector \( \Lambda \) and the intensity derivative vector \( B_{\tau} \) point in the same direction. In general, this is not true. Therefore, we need to find a representative direction in the intensity space, variation along which can be accurately related to the lifetime error.

Consider vectors \( B_{\alpha} \) and \( B_{\beta} \), defined as the partial derivatives of the intensity vector \( B \) with respect to the unknowns \( \alpha \) and \( \beta \), respectively:

\[
B_{\alpha} = \frac{\partial B}{\partial \alpha} = U(\tau)
\]

and

\[
B_{\beta} = \frac{\partial B}{\partial \beta} = 1,
\]

where \( 1 \) is a vector whose elements are all 1’s. Let \( \Pi' \) be the plane defined by vectors \( B_{\alpha} \) and \( B_{\beta} \) in the intensity space. The key observation is that any intensity variation (due to noise) within \( \Pi' \) results in zero lifetime error. This is because intensity changes along \( B_{\alpha} \) (or \( B_{\beta} \)) corresponds to change in \( \alpha \) (or \( \beta \)) in the unknown space, but \( \tau \) remains constant. Let \( \mathbf{n} \) be the unit vector perpendicular to plane \( \Pi' \), as shown in Figure 5:

\[
\mathbf{n} = \frac{B_{\alpha} \times B_{\beta}}{||B_{\alpha} \times B_{\beta}||}
\]

where \( \times \) is the cross product. Since the intensity variation in \( B \) along \( \mathbf{n} \) leads to the maximum variation in decoded lifetime \( \hat{\tau} \) (thus, maximum lifetime error), we compute the differential lifetime error \( \frac{\partial \hat{\tau}}{\partial \tau} \) from \( \|\partial B\| \) along \( \mathbf{n} \). To this end, we define \( B_{\max} \) as the projection of \( B_{\tau} = \frac{\partial B}{\partial \tau} \) onto \( \mathbf{n} \):

\[
B_{\max} = ||B_{\tau}|| \mathbf{n} \cos \theta,
\]

where \( \theta \) is the angle between \( \mathbf{n} \) and \( B_{\tau} \). Similarly, we define the noise variance along \( \mathbf{n} \) as

\[
\Lambda_{\mathbf{n}} = \Lambda \circ \mathbf{n},
\]

where \( \circ \) is the element-wise vector multiplication operator. Then, substituting \( B_{\max} \) and \( \Lambda_{\mathbf{n}} \) for \( B_{\tau} \) and \( \Lambda \), respectively, in Equation (10), we get

\[
\Delta \tau_{\mathbf{n}} = \frac{1}{\tau_2 - \tau_1} \int_{\tau_1}^{\tau_2} ||\Lambda_{\mathbf{n}}|| \frac{d\mathbf{n}}{||B_{\max}||}.
\]

This is an important equation; it provides the expression for the proposed surrogate of mean lifetime error. Figure 6(c) shows the inverse surrogate values \( \Delta \tau_{\mathbf{n}}^{-1} \) for the same coding schemes and lifetime ranges as Figure 6(a). As can be noticed, there is a strong correlation between the values of the mean lifetime error and surrogate, for all the coding schemes, over the entire range of modulation frequencies. Figure 7 shows that the surrogate can predict the coding scheme performance well even with much larger lifetime ranges. For two lifetime ranges, \([\tau_1, \tau_2] = [0.5\text{ns}, 10\text{ns}] \) and \([\tau_1, \tau_2] = [5\text{ns}, 50\text{ns}] \), the surrogate shows high correlation with mean lifetime error. Note that the surrogate approximates the mean lifetime error only up to a scale factor. Although the surrogate cannot be used to directly predict the mean lifetime error, it can be used to compare relative performance of coding schemes since the scale factor is the same for different coding schemes. Consequently, we use this surrogate as an objective function to find the optimal coding scheme, instead of the computationally intensive mean lifetime error. For more comparison results between the surrogate and the mean lifetime error with other lifetime ranges, please see the supplementary technical report.

Runtime Comparison. The surrogate (Equation (16)) can be computed via a small number of analytic lightweight computations. Specifically, \( \mathbf{n} \) can be computed from Equations (11) and (12). The noise vector \( \Lambda \) and gradient \( B_{\tau} \) can be computed from \( B \), which in turn can be used to compute the projections \( \Lambda_{\mathbf{n}} \) and \( B_{\max} \), as given in Equations (14) and (15). There is no computationally expensive high-dimensional integration and lifetime decoding procedures, as required for the mean lifetime error computation. Table 2 shows the runtime comparison between the mean lifetime error and the surrogate for the coding schemes used in Figure 6 when the modulation frequency \( f_0 = 1.6 \text{MHz} \). Computation of the surrogate is three orders of magnitude faster than the mean lifetime error, while maintaining high correlation with the mean lifetime error, as shown in Figure 6.
Fig. 6. Coding scheme performance comparison according to different objectives. (a) Inverse mean lifetime errors $E_{\text{mean}}[\tau]$ \(\Delta\tau\)^{-1}, and (c) inverse surrogate values $\Delta\tau_S^{-1}$. The performance of several coding schemes is compared as a function of the fundamental modulation frequency $f_0$, for a given lifetime range $[\tau_1, \tau_2] = [6\,\text{ns}, 8\,\text{ns}]$ and $K = 3$. The surrogate values have a strong correlation with the mean lifetime errors across various coding schemes and frequencies, and thus, can be used as a lightweight alternative to the computationally intensive mean lifetime error, in order to find the optimal coding scheme efficiently.

Fig. 7. Coding scheme performance comparison with relatively large lifetime ranges. Sinusoid-Sinusoid, Delta-Square, and Expo-Square are compared in terms of (a) inverse mean lifetime errors $E_{\text{mean}}[\tau]$ \(\Delta\tau\)^{-1}, and (b) inverse surrogate values $\Delta\tau_S^{-1}$ when the lifetime range is $[\tau_1, \tau_2] = [0.5\,\text{ns}, 10\,\text{ns}]$, and also in terms of (c) inverse mean lifetime errors $E_{\text{mean}}[\tau]$ \(\Delta\tau\)^{-1}, and (d) inverse surrogate values $\Delta\tau_S^{-1}$ when the lifetime range is $[\tau_1, \tau_2] = [5\,\text{ns}, 50\,\text{ns}]$. The surrogate accurately predicts the coding scheme performance even for relatively large lifetime ranges.

<table>
<thead>
<tr>
<th>Functions Used for Coding Schemes in Optimization</th>
<th>Equations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sinusoid</td>
<td>$E_0 (1 + \cos(2\pi f_0 t))$</td>
</tr>
<tr>
<td>Square</td>
<td>$E_0 (1 + \sqrt{2\pi f_0 t \cdot \chi})$</td>
</tr>
<tr>
<td>Delta</td>
<td>$E_0 \sum_{n=-\infty}^{\infty} \delta(t - nT_0)$</td>
</tr>
<tr>
<td>Expo</td>
<td>$E_0 \kappa t$, $\kappa &gt; 0$, $0 \leq t \leq T_0$</td>
</tr>
<tr>
<td>Ham</td>
<td>Hamiltonian functions (Gupta et al. 2018)</td>
</tr>
</tbody>
</table>

The surrogate is up to three orders of magnitude faster to compute as compared to the mean lifetime error.

Table 2 provides a list of the functional forms and the corresponding mathematical expressions. $\text{sqr}$ is the square function whose amplitude is between $-1$ and $1$. $\chi$ is the duty cycle of $\text{sqr}$ function. The amplitudes $E_0$ of all functions are scaled appropriately such that the average source power is the same for all the modulation functions, and the amplitudes of the demodulation functions are between 0 and 1. Please refer to
the supplementary technical report for details. Specifically, we consider 12 pairs of modulation and demodulation functions: For modulation functions \( M(t) \), we use sinusoidal, square, delta, and exponentially rising functions. For demodulation functions \( D(t) \), we use sinusoidal, square, and trapezoidal Hamiltonian functions. We use the notation Sinusoid, Square, Delta, Expo, and Ham for sinusoidal, square, delta, exponentially rising, and Hamiltonian functions, respectively.

**Importance of Optimizing Functional Parameters.** Each functional form (e.g., sinusoid, square, exponential) is described by a set of parameters, such as modulation frequency \( f_0 \) (period \( T_0 \)), duty cycle \( \chi \) for the square waves, and exponent \( \kappa \) for the exponential function. The performance (mean lifetime error) of a coding scheme has a strong dependence on the functional parameters. For example, Figure 6(a) shows the mean lifetime error of different schemes varies significantly as the modulation frequency is varied. Furthermore, the optimal modulation frequency (location of the peak of the curves) is different for different coding schemes, and it also depends on the range of lifetimes \([\tau_1, \tau_2]\) used to compute the errors. Therefore, given an application with a given range of lifetimes to be measured, in order to determine the optimal scheme, it is critical to compute the optimal functional parameters.

Despite limiting the coding schemes to a finite set of functional forms, due to the parameter optimization, the search space is high-dimensional. As a result, developing an efficient optimization procedure that can estimate globally optimal solution remains challenging. One solution is to perform an exhaustive search in the parameter space. Such an exhaustive search, while conceptually simple, is prohibitively expensive from a computational standpoint if the mean lifetime error is used as the objective function. However, since the proposed surrogate is computationally lightweight, we show that it is possible to perform an exhaustive search-based optimization using the surrogate as an objective function, and determine the *globally optimal solution*. It may be possible to use the surrogate to design more efficient optimization procedures. Developing such optimization algorithms based on the proposed surrogate may enable optimization over a larger search space (e.g., more functional forms), and is a promising future research direction.

Our search-based algorithm has two steps. First, the optimal parameter set \( P_{\text{opt}} \) for each coding scheme is obtained by minimizing the surrogate:

\[
P_{\text{opt}} = \arg\min_{\mathcal{P}} \Delta r_S(\mathcal{P}).
\]  

For example, the optimal parameters for the Expo-Square coding scheme are determined by performing a search over the 3D parameter space \( \mathcal{P} = \{f_0, \kappa, \chi\} \); the three parameters are the fundamental modulation frequency \( f_0 \), the exponent \( \kappa \) of the exponential function, and duty cycle \( \chi \) of the square wave. Figure 8(a) shows \( \Delta r_S^{-1} \) over the 2D parameter space of the Expo-Square coding scheme. The lifetime range is \([4\text{ns}, 6\text{ns}]\). Although the search is performed over a 3D space, we show the search results over a 2D space for visualization. As seen from the figure, the surrogate varies significantly over the parameter space, and is a non-convex function of the parameters. Since the surrogate is fast to compute, we can compute the optimal solution via an exhaustive search.
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**Fig. 8. Optimization.** (a) Inverse surrogate values over two parameters of Expo-Square, the exponent \( \kappa \), and the duty cycle \( \chi \). The optimal parameters can be found by minimizing the surrogate (or maximizing the inverse surrogate). (b) The optimum inverse surrogate values for various coding schemes. The optimum value for each coding scheme is determined by finding its optimal parameters.

In the second step, the optimal coding scheme \( C_{\text{opt}} \) is determined by simply finding the scheme (with the optimized parameters) that achieves the minimum value of the surrogate:

\[
C_{\text{opt}} = \arg\min_C \Delta r_S(C(P_{\text{opt}})).
\]  

Figure 8(b) shows \( \Delta r_S^{-1} \) over the search space where each coding scheme’s parameters are optimized. Among the 12 coding schemes considered in our search space, the Expo-Square scheme achieves the best performance, with three times higher precision as compared to the conventional Sinusoid-Sinusoid coding scheme. Expo-Square denotes the coding scheme with exponential modulation, and square demodulation function. The explicit forms of these functions are listed in Table 3. The relevant parameters of Expo-Square are \( \kappa \), the exponent of the modulation function, \( \chi \), the duty cycle of the demodulation function, and \( f_0 \), the modulation frequency. For detailed equations, please refer to the supplementary technical report.

**Dependence of Relative Coding Scheme Performance on Lifetime Range.** The relative coding scheme performance depends on the range of lifetimes considered during the optimization. Given the low computational complexity of the proposed surrogate, it is possible to perform such optimization for any set of coding schemes with a different set of parameters, and for a different range of lifetimes, depending on the application. For more optimization results with other lifetime ranges, please see the supplementary technical report.

### 6.1 Unipolar and Bipolar Demodulation Functions

Demodulation functions in FD-FLIM can be unipolar (\( 0 \leq D(t) \leq 1 \)) or bipolar (\( -1 \leq D(t) \leq 1 \)). For example, a FD-FLIM system using an image intensifier can implement unipolar (positive) demodulation functions, such as a positive sinusoid, \( 0.5 + 0.5 \cos(2\pi f_0 t) \). On the other hand, a lock-in amplifier-based FD-FLIM system can implement bipolar demodulation functions, such as a zero-mean sinusoid, \( \cos(2\pi f_0 t) \). Lock-in detection, in general, has better photon efficiency than image intensifiers (Philip and Carlsson 2003), since bipolar functions use the entire incident flux for FLIM estimation.

We compare the performance between unipolar and bipolar demodulation functions for the Sinusoid-Sinusoid and Expo-Square...
coding schemes. For Expo-Square with unipolar demodulation function, two parameters, \( x \) and \( y \) are optimized by surrogate, and the same parameters are used for the bipolar demodulation case for comparison. Figure 9(a) shows unipolar and bipolar demodulation functions used for Expo-Square. As shown in Figure 9(b), coding schemes with bipolar demodulation functions achieve better performance than unipolar demodulation functions. This is due to efficient use of photons for both positive and negative lobes as well as increased amplitudes in the case of bipolar demodulation functions. It is interesting to note that Expo-Square with unipolar demodulation performs better as compared to Sinusoid-Sinusoid with bipolar demodulation, at their respective optimal frequencies. For the following analysis, we limit our scope to unipolar demodulation functions for ease of analysis and noise standard deviation computation. The same analysis can be extended to bipolar demodulation functions.

6.2 Robustness of Coding Schemes to Signal Distortions

In practice, it is challenging to create perfect desired signal shapes for coding schemes due to hardware limitations. The distortion in signal shapes for coding schemes degrades coding scheme performance. We tested robustness of coding schemes to signal shape distortion. We model the hardware impulse response causing signal distortion as a low-pass (Gaussian) filter. We distort the modulation and demodulation functions by applying Gaussian filters with different sizes. The size of the Gaussian filter (amount of low-pass filtering) is changed from 0% to 20%, where 20% means that the filter size is 20% of a modulation period of Expo-Square. For each amount of low-pass filtering, the same size of the filter is applied to all coding schemes. The correlation values are obtained with these distorted coding schemes and photon noise is added to the measurements. Figure 10(a) shows distorted modulation and demodulation functions for Expo-Square, with three different amounts of low-pass filtering. For distorted waveforms, we used look-up tables (built by calibrating the system’s distorted impulse response) for decoding lifetimes. Figure 10(b) shows the inverse mean lifetime error when the amount of low-pass filtering changes from 0% to 20%. The performance of each coding scheme degrades as the distortion level increases.

Different Types of Signal Distortion and Decoding Without Calibration. In some scenarios, the signal distortion is not modeled as a low-pass filtering. For example, often digital circuits are used for generating demodulation functions in a sinusoid coding scheme. The resulting demodulation function (ideally a square wave) has extra harmonics, resulting in a distorted sinusoid. However, the extra harmonics are canceled out by the sinusoid modulation function in correlation. In this case, the lifetime can be estimated by sinusoid coding scheme without calibration.

7 VALIDATION BY SIMULATIONS

In this section, we use simulations to demonstrate the capability of the proposed surrogate as an analysis and design tool for FD-FLIM coding design. To this end, we evaluated the performance of various FD-FLIM coding schemes via simulations, and compared the results with our surrogate prediction results. As example test cases, we use the fluorescence lifetime data of the brain tissue (Figure 11(a) and (b)) which is used to characterize metabolic changes for Glioblastoma Multiforme (a type of brain cancer) study and another data of cells (Figure 11(c)) where fat cells are differentiated from other cells by lifetime. The ground-truth fluorescence lifetime image was acquired using a TD-FLIM approach. The size of the image is 256 × 256. Since the lifetime range for Figure 11(a) is relatively short, we artificially increased the lifetime range linearly in Figure 11(b) to evaluate the performance of coding schemes on samples with relatively large lifetime range. For each pixel and each coding scheme, we compute \( K = 3 \) intensity values as captured by the sensor, based on the the image formation model (Equation (4)) with \( \alpha = 48.6, \gamma = 5.1 \), and \( T = 0.1s \). For Figure 11(b), relatively short integration time, \( T = 0.005s \), is used to highlight performance difference in longer lifetime range. The values of \( \alpha \) and \( \gamma \) depend on imaging system properties, and were computed based on typical FD-FLIM system parameters (Zhao et al. 2011). Finally, we add noise to the computed intensity values,
Fig. 11. Simulation-based comparisons between different coding schemes. Given ground truth fluorescence lifetime data, fluorescence lifetime images are reconstructed using Sinusoid-Sinusoid, Delta-Square, and Expo-Square from the simulated captured intensities of brain tissue in original lifetime range (a), same tissue in artificially increased lifetime range (b), and adipose tissue (c). In all cases, Expo-Square shows the best performance.

where the noise variance is estimated from the affine noise model, including photon noise and read noise (Hasinoff et al. 2010).

Decoding. In the decoding stage, lifetime is estimated for each pixel from the K noisy intensity values, and shown as a color-coded fluorescence lifetime image. For K = 3 measurements, from Equation (4), we can eliminate the unknowns $\alpha$ and $\beta$ as follows:

$$F(\tau) = \frac{U_1(\tau) - U_2(\tau)}{U_2(\tau) - U_3(\tau)} = \frac{B_1 - B_2}{B_2 - B_3}$$

where $F(\tau)$ is a known function determined by a coding scheme. Given three intensity values $B_1$, $B_2$, and $B_3$, we can estimate $\tau$ by solving Equation (19). Refer to the supplementary technical report for details.

We compared three coding schemes, Sinusoid-Sinusoid, perhaps the most widely used FD-FLIM coding scheme (Philip and Carlsson 2003), Delta-Square, a high-performance FD-FLIM coding scheme proposed recently in literature (Schlachter et al. 2009), and Expo-Square, which is the optimal coding scheme according to our surrogate computation. The optimal parameters $P_{opt}$ for these coding schemes were computed using the surrogate for the given lifetime ranges of the ground truth. The lifetime ranges are [1.17ns, 1.82ns], [0.3ns, 16ns], and [1ns, 5ns] for Figure 11(a),
Statistical results of the simulation and comparison with Temporally modulated light from the laser. MAE and the surrogate values of the three coding schemes for brain tissue in original and shows the comparison between the fluorescence lifetime and Δτs. Hardware prototype. 

Table 4. Estimated Optimal Parameter Sets

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Sinusoid-Sinusoid</th>
<th>Delta-Square</th>
<th>Expo-Square</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brain tissue of Figure 11(a)</td>
<td>( f_0 = 72.7MHz )</td>
<td>( f_0 = 5.1MHz, \chi = 0.34 )</td>
<td>( f_0 = 8.9MHz, \kappa = 1.19e9s^{-1}, \chi = 0.34 )</td>
</tr>
<tr>
<td>Brain tissue of Figure 11(b)</td>
<td>( f_0 = 11.1MHz )</td>
<td>( f_0 = 10.8MHz, \chi = 0.36 )</td>
<td>( f_0 = 3.0MHz, \kappa = 0.19e9s^{-1}, \chi = 0.35 )</td>
</tr>
<tr>
<td>Adipose tissue</td>
<td>( f_0 = 32.9MHz )</td>
<td>( f_0 = 27.2MHz, \chi = 0.39 )</td>
<td>( f_0 = 4.1MHz, \kappa = 0.52e9s^{-1}, \chi = 0.34 )</td>
</tr>
</tbody>
</table>

The optimal parameter sets of three coding schemes, for different tissues, were computed using our surrogate for simulations.

Fig. 12. Statistical results of the simulation and comparison with the surrogate values. (a) Histograms of the normalized lifetime errors \((\tau - \hat{\tau})/\tau\) for different coding schemes. (b) Comparison of the normalized mean absolute errors, MAE with the surrogate values Δτs. The values are normalized such that both values for Sinusoid-Sinusoid are 1. There is a strong correlation between \(\tau_{\text{est}}\) and Δτs.

(b) and (c), respectively. The optimal parameters for the different schemes and different tissues are listed in Table 4. Note that the optimal parameters for different schemes and different tissues are significantly different.

Figure 11 shows the comparison between the fluorescence lifetime images obtained by three coding schemes. The black pixels in the images denote a region with no lifetime information. The result with the Sinusoid-Sinusoid scheme is noisy, with low SNR. In contrast, the lifetime image achieved by Delta-Square and Expo-Square is closer to ground truth, with lower noise. Figure 12(a) shows the histograms of normalized lifetime errors \((\tau - \hat{\tau})/\tau\) of the three coding schemes for brain tissue in original lifetime range (Figure 11(a)). Expo-Square achieves the best performance in terms of estimated lifetime precision and SNR. Figure 12(b) shows the comparison between the mean absolute errors MAE and the surrogate values Δτs. Both MAE and Δτs are normalized such that the corresponding values for the Sinusoid-Sinusoid scheme is 1. As shown in the table, MAE and Δτs show strong correlation, thus suggesting that the proposed surrogate can be used as an easy-to-compute and accurate objective function for coding scheme optimization.

8 HARDWARE PROTOTYPE AND EXPERIMENTS

8.1 Hardware Prototype

We developed a proof-of-concept hardware prototype that can implement various FD-FLIM coding schemes (Figure 13). Since most off-the-shelf FD-FLIM systems use a fixed coding scheme, we develop a single-pixel-based prototype that can admit arbitrary waveforms. A lifetime image of a sample is created by moving the sample on translation stages, or by scanning light beam via galvo-mirrors. In this article, we compare different coding schemes in terms of the SNR or acquisition time per pixel. Although the current prototype system results in slow acquisition due to mechanical scanning, it serves as a test-bed for evaluating relative coding scheme performance. An important next step, although outside the scope of this article, is to implement the proposed coding schemes on optimized hardware for faster and low-cost FLIM estimation.

Details of Hardware Setup. Our setup consists of a laser diode (L450P1600MM, Thorlabs) of wavelength 450nm for illuminating the sample of interest. The intensity of the laser diode is modulated by a Siglent SDG 5162 arbitrary function generator for generating arbitrary modulation functions. The function generator has two channels: One is used for generating the modulation functions, and the other for generating the demodulation functions. The modulation signal from the function generator is amplified by the power amplifier with 45dB gain (LZY-22+, Mini-Circuits) before applying to the laser diode. For fair comparisons, we used the same average source power and acquisition time for all coding schemes.

The light emitted by the laser diode is reflected by a dichroic mirror and excites a fluorescent sample. A dichroic mirror, which reflects the light below the cutoff wavelength and transmits the light above it, is used to separate the emission signal from the excitation signal. The fluorescent sample is mounted on a translation stage and can move along x and y directions for scanning purposes. The translation stage is driven by a stepper controller.
Table 5. Estimated Optimal Parameter Sets

<table>
<thead>
<tr>
<th></th>
<th>Sinusoid-Sinusoid</th>
<th>Delta-Square</th>
<th>Expo-Square</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coumarin 6 in ethanol</td>
<td>( f_0 = 41.2\text{MHz} ) ( \tau = 5\text{ns}, \chi = 0.9)</td>
<td>( f_0 = 40.0\text{MHz}, \chi = 0.4)</td>
<td>( f_0 = 8.6\text{MHz}, x = 0.55e9s^{-1}, \chi = 0.34)</td>
</tr>
<tr>
<td>Rhodamine 110 in ethanol</td>
<td>( f_0 = 26.4\text{MHz} ) ( \tau = 25\text{ns}, \chi = 0.9)</td>
<td>( f_0 = 33.3\text{MHz}, \chi = 0.4)</td>
<td>( f_0 = 5.6\text{MHz}, x = 0.35e9s^{-1}, \chi = 0.34)</td>
</tr>
<tr>
<td>Fluorescein in ethanol</td>
<td>( f_0 = 24.4\text{MHz} ) ( \tau = 5\text{ns}, \chi = 0.4)</td>
<td>( f_0 = 30.4\text{MHz}, \chi = 0.34)</td>
<td>( f_0 = 5.1\text{MHz}, x = 0.32e9s^{-1}, \chi = 0.34)</td>
</tr>
</tbody>
</table>

The optimal parameter sets of three coding schemes, for three different solutions, were computed using our surrogate.
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(MMC-203, Micronix USA). The emission light from the fluorescent sample passes through a bandpass filter (FB550-40, Thorlabs), gets focused by a lens, and then detected by an avalanche photodiode (APD430A2/M, Thorlabs). The bandpass filter is necessary to block the excitation light (wavelength \( \lambda = 450\text{nm} \)) and to allow only the emission light (\( \lambda \approx 550\text{nm} \)). The avalanche photodiode has a high responsivity around 600nm.

The emission signal detected at the APD is multiplied by the demodulation signal from the function generator using a frequency mixer (ZX05-1L-S+, Mini-Circuits). The multiplied signal from the frequency mixer is integrated using a low-pass filter with a 1kHz passband (EF110, Thorlabs), digitized by a DAQ (USB-6000, National Instruments) and then recorded by a computer. Note that the demodulation process (computing the correlation of the fluorescence emission with a demodulation signal) is performed electronically in our prototype. In practice, the demodulation can be performed with an image intensifier or lock-in amplifiers (Philip and Carlsson 2003), in full-frame FD-FLIM systems. Figure 13 shows the path taken by light from the source to the sample (the excitation path) and from the sample to the sensor (the emission path).

8.2 Experimental Results

8.2.1 Single Pixel Experiment. We measured the lifetimes of three fluorescent samples: Coumarin 6 in ethanol, Rhodamine 110 in ethanol, and Fluorescein in ethanol with the coding schemes used for simulation: Sinusoid-Sinusoid, Delta-Square, and Expo-Square.

The concentrations of all three solutions were 0.1mM. The lifetimes of Coumarin 6 in ethanol, Rhodamine 110 in ethanol, and Fluorescein in ethanol are known as 2.5ns, 3.9ns, and 4.25ns, respectively (Magde et al. 1999; Shaner et al. 2013; Wilkerson Jr. et al. 1993).

Computing Optimal Parameters. The optimal parameter sets \( P_{\text{opt}} \) of three coding schemes, for each of the three solutions, were computed using our surrogate. We used known lifetime values for the surrogate computation, but, in general, we can use the approximate lifetime range. The computed optimal parameter sets of three coding schemes, for three solutions, are in Table 5. The data acquisition time for each measurement was 10ms, and a 174mA DC signal was used to drive the laser diode for all tested coding schemes for the same average source power constraint. The waveforms were band-limited since the maximum output frequency of the function generator in our setup is limited to 160MHz.

Results. We measured the lifetimes at a single position for each sample 1,000 times, and compared the mean absolute errors of the repeated measurements for the three coding schemes. Figure 14 shows the histograms and the mean absolute errors of the measured lifetimes. For all solutions, Expo-Square achieves approximately three times better performance as compared to Sinusoid-Sinusoid in terms of the mean absolute error of the measured lifetimes, which is consistent with the surrogate prediction.

8.2.2 Scanning Experiments. In order to compare the performance of different schemes over full-frame fluorescence lifetime images, we created six solutions with different lifetimes by mixing Coumarin 6 and Fluorescein in ethanol in different proportions in cuvettes. The concentration of Coumarin 6 varies linearly from 47.8\text{μM} to 13.7\text{μM}, while that of Fluorescein varies linearly from 0.0\text{μM} to 11.9\text{μM}. Each solution in a cuvette was scanned with our system to get a 50 × 50 lifetime image. We compared two coding schemes, Sinusoid-Sinusoid and Expo-Square. \( P_{\text{opt}} = \{ f_0 = 30.6\text{MHz} \} \) and \( P_{\text{opt}} = \{ f_0 = 6.8\text{MHz}, \chi = 0.4e9s^{-1}, \chi = 0.34 \} \) for Sinusoid-Sinusoid and Expo-Square, respectively, were computed using the surrogate based on the lifetime range \([2.5\text{ns}, 3.9\text{ns}]\). The data acquisition time for each pixel was 12.5ms, and we used the same 168mA DC signal to drive the laser diode for two coding schemes to ensure the same average source power.

Figure 15(a) shows the fluorescence lifetime images obtained by Sinusoid-Sinusoid (upper) and Expo-Square (lower). Six 50 × 50 lifetime images for the six solutions were combined to form a 300 × 50 image. Expo-Square shows more uniform lifetime estimation results than Sinusoid-Sinusoid, whose lifetime image suffers from strong noise. Figure 15(b) shows the mean lifetime \( \tau_m \) and the mean absolute errors, MAE, of the measured lifetimes for six solutions. \( \tau_m \) increases as the relative proportion of Fluorescein increases and that of Coumarin 6 decreases.

The measurement mean absolute error, MAE, for Sinusoid-Sinusoid is significantly higher than that for Expo-Square. As a result, the error bars for Sinusoid-Sinusoid overlap across cuvettes, thus making it challenging to differentiate materials with similar lifetimes (neighboring images). This is demonstrated by performing an edge detection on the composite lifetime images for both schemes, as shown in Figure 15(c). For Sinusoid-Sinusoid, many spurious edges are detected within each individual sub-image, in addition to the desired boundary between the solutions. This is because the variation in the estimated lifetimes within each image is large, making it difficult to classify the solutions based on the estimated lifetimes. For Expo-Square, no clear edges are found except the boundaries between the solutions. Therefore, the solutions can be classified well according to the estimated lifetimes.

Figure 1(d) and Figure 16(a) show FLIM results on fluorescent objects made with fluorescent tape and a fluorescent slide such that each object has different lifetimes for the foreground (fluorescent tape) and the background (fluorescent slide). The lifetimes were measured by Sinusoid-Sinusoid and Expo-Square. The data acquisition time for each pixel of the star (Figure 1(d)) and the bird (Figure 16(a) upper) samples was 0.8ms, while that for the logo sample (Figure 16(a) lower) was 1ms. We used very...
Fig. 14. **Single pixel fluorescence lifetime estimation.** Lifetimes were measured at single positions for three solutions: (a) Coumarin 6 in ethanol, (b) Rhodamin 110 in ethanol, and (c) Fluorescein in ethanol, using three coding schemes, Sinusoid-Sinusoid, Delta-Square, and Expo-Square. For each solution and each coding scheme, lifetimes were measured 1,000 times, and the histogram and the mean absolute error of the repeated measurements were obtained. Normal distributions were fitted to the histograms for visual comparison. Expo-Square shows approximately three times lower mean absolute error as compared to Sinusoid-Sinusoid, given the same average power and capture time.

Fig. 15. **Scanning experimental results with solutions.** (a) Fluorescence lifetime images of six solutions obtained by Sinusoid-Sinusoid (upper) and Expo-Square (lower). (b) Mean values $m_\tau$ and mean absolute errors MAE of the measured lifetimes for six solutions. (c) Edge detection results of (a) after applying the same amount of smoothing to both images. Expo-Square achieves considerably higher SNR as compared to Sinusoid-Sinusoid, resulting in robust determination of edges across the solution boundaries.

Fig. 16. **Visual comparisons of fluorescence lifetime images.** (a) Solid fluorescent samples with two lifetimes were made using the fluorescent tape (foreground) and the fluorescent slide (background). The fluorescence lifetime images were obtained by two coding schemes, (b) Sinusoid-Sinusoid and (c) Expo-Square. The boundaries between the foreground and background are invisible with Sinusoid-Sinusoid but clear with Expo-Square.

8.2.3 Comparison of Data Acquisition Times. We compare the data acquisition times of various schemes, in order to achieve a fixed desired lifetime precision. Figure 17(a) compares the data acquisition time of various schemes. The optimal parameter sets determined for these scenes were $P_{opt} = (f_0 = 32.5\text{MHz})$ and $P_{opt} = (f_0 = 6.8\text{MHz}, a = 0.44e9\text{ps}^{-1}, \chi = 0.34)$ for Sinusoid-Sinusoid and Expo-Square, respectively. The boundaries between the foreground and background are nearly invisible with Sinusoid-Sinusoid (Figure 1(e) and Figure 16(b)) but clearly discernible with Expo-Square (Figure 1(g) and Figure 16(c)).
Data acquisition time and lifetime precision comparison.

<table>
<thead>
<tr>
<th>Schemes</th>
<th>Data acquisition time (ms)</th>
<th>Fluorescein in ethanol</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sinusoid - Sinusoid</td>
<td>10.00</td>
<td>10.00</td>
</tr>
<tr>
<td>Delta - Square</td>
<td>3.90</td>
<td>3.48</td>
</tr>
<tr>
<td>Expo - Square</td>
<td>1.60</td>
<td>1.45</td>
</tr>
</tbody>
</table>

Fig. 17. Data acquisition time and lifetime precision comparison. (a) Data acquisition time to achieve the same lifetime precision. Expo-Square can achieve the same precision as Sinusoid-Sinusoid with only one-seventh data acquisition time. (b) Relationship between the mean absolute error, MAE, of the measured lifetimes for Rhodamine 110 in ethanol with data acquisition time. Expo-Square requires considerably shorter acquisition time than Sinusoid-Sinusoid to achieve the same SNR.

acquisition times between three coding schemes (Sinusoid-Sinusoid, Delta-Square, and Expo-Square) to achieve the same lifetime precision (mean absolute errors) for three solutions (Coumarin 6, Rhodamine 110, and Fluorescein in ethanol). The desired mean absolute error was fixed to the mean absolute error achieved by the Sinusoid-Sinusoid with 10ms data acquisition time: 0.26ns, 0.34ns, and 1.19ns for Coumarin 6, Rhodamine 110, and Fluorescein, respectively. Expo-Square can achieve the same precision as Sinusoid-Sinusoid with only one-seventh data acquisition time. Figure 17(b) shows the relationship between the lifetime precision and the data acquisition time. The mean absolute errors, MAE, of the measured lifetimes of Rhodamine 110 in ethanol were plotted against data acquisition time for three coding schemes. Expo-Square achieves high precision (low mean absolute error) even at very short acquisition times, thus leading to considerable speed-ups in data capture, given a desired level of SNR.

9 LIMITATIONS AND FUTURE WORK

Objective for Lifetime Precision for a Multi-Exponential Decay. The mean lifetime error and the surrogate proposed in the article are intended for mono-exponential decay (single lifetime). However, for certain materials, the fluorescence emission profile is a linear combination of multiple exponential functions (Lakowicz 2006). An important next step is to extend the approaches developed in this article, and design an objective for lifetime precision, and code optimization procedures for materials with multi-exponential fluorescence lifetime decay.

Surrogate for More Than Three Measurements. The surrogate, as defined in Equation (16), is valid only for \( K = 3 \) measurements since the cross product in Equation (13) is not generally defined when \( K > 3 \). While this is not a strong practical limitation since the relative performance of two coding schemes remains approximately the same irrespective of \( K \), a promising direction of future research is to derive a surrogate for \( K > 3 \) measurements.

Optimization of the Surrogate. The proposed surrogate as an objective function is non-convex and non-smooth. Hence, it is challenging to obtain globally optimal solutions for both modulation and demodulation functions in the general case (i.e., when the search space contains all possible coding schemes). A compelling line of research is to seek potentially sub-optimal solutions in a narrowed search space by incorporating various physical constraints like the maximum peak power and the maximum system bandwidth.
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1 OVERVIEW
This document provides derivations, explanations, and more results supporting the content of the article submission titled “Coding Scheme Optimization for Fast Fluorescence Lifetime Imaging.”

2 FD-FLIM VS. C-TOF IMAGING
In this section, we derive the detailed equations of the measurement intensities for FD-FLIM and C-ToF imaging based on their image formation models when the Sinusoid-Sinusoid coding scheme is used.

2.1 Fluorescence Emission in FD-FLIM and Reflection in C-ToF Imaging with Sinusoidal Illuminations
In FD-FLIM, the system’s impulse response \( h(t) \) is an exponentially decaying function \( h(t) = \frac{1}{\tau} e^{-\frac{t}{\tau}} \) \( (t \geq 0) \), while in C-ToF imaging it is a shifted delta function \( h(t) = \delta(t - \frac{d}{c}) \), where \( d \) is the scene depth and \( c \) is the light speed. Let us assume that the light source is modulated with a sinusoid:

\[
M(t) = \frac{M_0}{2} \left( 1 + \cos(2\pi f_0 t) \right),
\]

where \( M_0 \) determines the source power. Then, the fluorescence emission in FD-FLIM or the reflected light in C-ToF imaging at time \( t \) observed at the sensor is a scaled and offset version of the convolution of \( M(t) \) and \( h(t) \):

\[
E(t) = \alpha \int_{-\infty}^{\infty} M(s) h(t-s) \, ds + \gamma,
\]

where \( \alpha \) is a scale factor depending on system parameters and the sample and \( \gamma \) is an offset corresponding to ambient illumination. For the sake of simplicity, assume \( \alpha = 1 \) and \( \gamma = 0 \). Then, in FD-FLIM:

\[
E_{FLIM}(t) = \frac{M_0}{2} \left( 1 + \frac{1}{\sqrt{1 + (2\pi f_0 t)^2}} \cos \left( 2\pi f_0 t - \tan^{-1}(2\pi f_0 \tau) \right) \right),
\]

and in C-ToF imaging:

\[
E_{ToF}(t) = \frac{M_0}{2} \left( 1 + \cos \left( 2\pi f_0 t - \frac{4\pi f_0 d}{c} \right) \right).
\]

In FD-FLIM, the lifetime \( \tau \) is inherent in both the amplitude attenuation \( \frac{1}{\sqrt{1 + (2\pi f_0 \tau)^2}} \) and the phase shift \( \tan^{-1}(2\pi f_0 \tau) \) of \( E(t)_{FLIM} \). In C-ToF imaging, the depth \( d \) is only in the phase shift, \( 4\pi f_0 d/c \) of \( E(t)_{ToF} \), as shown in Figure 1. Any periodic function can be represented as a sum of sinusoids with different amplitudes and frequencies. When given an arbitrary periodic waveform of the incident light, the reflected light in C-ToF imaging is just the phase-shifted version of the incident light, while the fluorescence emission in FD-FLIM is very complicated due to different amplitude attenuations and phase shifts for different frequency components.

2.2 Intensity Vector Points in the Intensity Space
The intensity vector point \([B_1, \ldots, B_K]\) in the \( K \)-dim intensity space is defined with

\[
B_i = \int_0^T E(t) D_i(t) \, dt \quad (i = 1, \ldots, K),
\]

where \( D_i(t) \) is the demodulation function with a phase shift of \( \phi_i = 2\pi(i - 1)/K \). With a sinusoid demodulation function:

\[
D_i(t) = \frac{1}{2} \left( 1 + \cos(2\pi f_0 t - \phi_i) \right) \quad (i = 1, \ldots, K),
\]

in FD-FLIM:

\[
B_{i,FLIM} = \frac{M_0 T}{4} \left( 1 + \frac{1}{\sqrt{1 + (2\pi f_0 \tau)^2}} \cos \left( \phi_i - \tan^{-1}(2\pi f_0 \tau) \right) \right),
\]

and in C-ToF imaging:

\[
B_{i,ToF} = \frac{M_0 T}{4} \left( 1 + \frac{1}{2} \cos \left( \phi_i - \frac{4\pi f_0 d}{c} \right) \right).
\]

Figure 2 shows the several intensity vector points \([B_1, B_2, B_3]\) in the 3D intensity space for FD-FLIM and C-ToF imaging. In Figure 2(a), the intensity vector points corresponding to 16 different \( \tau \)’s uniformly sampled from [0ns, 15ns] with 1ns step size are represented. In Figure 2(b), those corresponding to 16 different \( d \) values uniformly sampled from [0m, 1.5m] with 0.1m step size are represented. Two modulation frequencies, 10MHz (upper figure) and 100MHz (lower figure), are used. As the modulation frequency increases, the inter-point distance increases for relatively short \( \tau \)’s and decreases for relatively long \( \tau \)’s in FD-FLIM. On the contrary, the inter-point distance always increases for all \( d \)’s in C-ToF imaging.

3 MEAN LIFETIME ERROR VS. SURROGATE METRIC FOR DIFFERENT LIFETIME RANGES
Figure 3 shows the comparison between (a) the mean lifetime error and (b) the surrogate metric for different coding schemes with different lifetime ranges. Note that there is a strong correlation between the mean lifetime error and surrogate metric, for all the coding schemes and all the lifetime ranges, over the entire range of modulation frequencies.
using Expo-Square since most FD-FLIM systems are band-limited, and there is, consequently, a limitation in using high modulation frequency.

5 DECODING FLUORESCENCE LIFETIME

A unified lifetime-decoding framework applicable to any coding scheme is essential. In this section, we explain how to decode lifetimes from the measured intensities for the given coding scheme.

5.1 Analytical Approach

Since there are three unknowns, $\alpha$, $\beta$, and $\tau$, we need $K \geq 3$ intensity values to estimate the lifetime. From the image formation model:

$$B_i = \alpha U_i(\tau) + \beta \quad (i = 1, \ldots, K),$$

where

$$U_i(\tau) = \int_{-\infty}^{\infty} \left( \int_{-\infty}^{\infty} \frac{M(s)}{\tau} e^{-t-s} ds \right) D_i(t) dt$$

is the fluorescence correlation function described completely by the modulation function $M(t)$ and the demodulation function $D(t)$. $D_i(t)$ is the phase-shifted demodulation function by $2\pi(i - 1)/K$. We can construct the following equation when $K = 3$ with the assumption that $B_2 \neq B_3$:

$$F(\tau) = \frac{U_1(\tau) - U_2(\tau)}{U_2(\tau) - U_3(\tau)} = \frac{B_1 - B_2}{B_2 - B_3} = b.$$  

Since the only interesting unknown is lifetime $\tau$, we can remove other unknowns by taking a ratio between two consecutive differences of $B_i$ as represented in Equation (11). $F(\tau)$ is a known function determined by a coding scheme, and $b$ is the constant obtained from the intensity measurements. We empirically verified that for all 12 coding schemes used in the optimization, $F(\tau)$ is bijective. Therefore, if we know the coding scheme and the corresponding intensity values, we can estimate the lifetime $\hat{\tau}$ by solving

$$\hat{\tau} = \arg\min_{\tau} |F(\tau) - b|.$$  

For $K > 3$, we can consider $\binom{K}{2}$ combinations of Equation (11) and take the average of all the obtained lifetimes to estimate the final $\hat{\tau}$. This is one example to estimate the lifetime when $K > 3$, and the optimal algorithm for solving for lifetime is out of our scope.

5.2 Table Look-Up Approach

For each coding scheme, save all pairs of the lifetime value $\tau$ and the corresponding $F(\tau)$ in Equation (11) in the table, and find the best matching $\tau$ when $b$ is given. Since $F(\tau)$ is bijective, we can estimate the lifetime $\tau$ from $b$ without ambiguity.

RunTime Comparison Between Analytical Approach and Table Look-Up Approach. For Sinusoid-Sinusoid and Delta-Sinusoid, the closed-form solution exists for solving for $\tau$. However, in general, there is no closed-form solution for the arbitrary coding scheme, and an iteration-based solver is required to solve for $\tau$ in the analytical approach. In this case, a table look-up approach is faster. According to our computation, the table look-up approach with 0.01ns step size in $\tau$ index is about 20 times faster than the analytical approach, and, as shown in Figure 5, is just as precise.
Fig. 3. Coding scheme performance comparison according to mean lifetime error and surrogate metric for different lifetime ranges. (a) Inverse mean lifetime errors $E_{\text{mean}} [\Delta \tau]^{-1}$, and (b) inverse surrogate values $\Delta \tau_{\text{sur}}^{-1}$ for three different lifetime ranges, $[\tau_1, \tau_2] = [1\text{ns}, 3\text{ns}]$, $[6\text{ns}, 8\text{ns}]$, and $[11\text{ns}, 13\text{ns}]$. The surrogate values have a strong correlation with the mean lifetime error across various coding schemes, frequencies, and lifetime ranges.

Fig. 4. Optimization results for different $\tau$ ranges. (a) The inverse surrogate values of different coding schemes for different $\tau$ ranges. Expo-Square and Square-Square show good performances as compared with other coding schemes. (b) The corresponding optimal parameter sets. The optimal parameter values vary according to the $\tau$ ranges.

Fig. 5. Lifetime estimation results using analytical and table look-up approaches. We added noise to the intensities obtained by two coding schemes: (a) Sinusoid-Sinusoid and (b) Delta-Square ($\chi = 0.5$). Lifetimes can be estimated from the noisy intensities using the analytical approach (red plot) and the table look-up approach (green plot). The table look-up approach is much faster than the analytical approach while showing almost the same estimation results.

5.3 Fluorescence Correlation Functions for Various Coding Schemes

Both analytical approach and table look-up approach require the computation of the fluorescence correlation functions $U_1(\tau)$ for the given coding scheme to solve for $\tau$ using Equation (12). We describe the fluorescence correlation functions for...
the coding schemes used in Figure 3. The fluorescence correlation functions for any other coding schemes can be derived similarly. Please note that the fluorescence correlation functions can be also computed numerically without analytical derivations. For the fluorescence correlation computation, we impose two constraints for the coding schemes. The area under the curve of the modulation function $M(t)$ for the period $T_0$ is $P$, and the amplitude of the de-modulation function $D(t)$ is between 0 and 1. We also assume $T$ in Equation (10) satisfies $T \gg T_0$.

**Sinusoid-Sinusoid.** The coding scheme is represented as

$$M(t) = \frac{P}{T_0} (1 + \cos(2\pi f_0 t)), \quad (13)$$

$$D_i(t) = \frac{1}{2} (1 + \cos(2\pi f_0 t - \phi_i)) \quad (i = 1, \ldots, K), \quad (14)$$

where $\phi_i = 2\pi(i - 1)/K$. Then the fluorescence correlation functions $U_i(t)$ $(i = 1, \ldots, K)$ for Sinusoid-Sinusoid are

$$U_i(t) = \frac{PT}{2T_0} \left(1 + \frac{1}{\sqrt{1 + (2\pi f_0 t)^2}} \cos(\phi_i - \tan^{-1}(2\pi f_0 t))\right). \quad (15)$$

**Delta-Sinusoid.** The coding scheme is represented as

$$M(t) = P \sum_{n=0}^{\infty} \delta(t - nT_0), \quad (16)$$

$$D_i(t) = \frac{1}{2} (1 + \cos(2\pi f_0 t - \phi_i)) \quad (i = 1, \ldots, K), \quad (17)$$

where $\phi_i = 2\pi(i - 1)/K$. Then the fluorescence correlation functions $U_i(t)$ $(i = 1, \ldots, K)$ for Delta-Sinusoid are:

$$U_i(t) = \frac{PT}{2T_0} \left(1 + \frac{1}{\sqrt{1 + (2\pi f_0 t)^2}} \cos(\phi_i - \tan^{-1}(2\pi f_0 t))\right). \quad (18)$$

**Delta-Square.** The coding scheme is represented as

$$M(t) = P \sum_{n=0}^{\infty} \delta(t - nT_0), \quad (19)$$

$$D_i(t) = \frac{1}{2} (1 + \text{sqr}(2\pi f_0 t - \phi_i, \chi_i)) \quad (i = 1, \ldots, K), \quad (20)$$

where $\phi_i = 2\pi(i - 1)/K$, $\text{sqr}$ is a square function whose amplitude is between $-1$ and 1, and $\chi_1$ and $\chi_2$ are duty cycles of $\text{sqr}$ for $M(t)$ and $D(t)$, respectively. If we define $t_1 = T_0(i - 1)/K$, $d_1 = \chi_1 T_0$, and $d_2 = \chi_2 T_0$, the fluorescence correlation functions $U_i(t)$ $(i = 1, \ldots, K)$ for Square-Square are as follows:

$$\begin{cases}
U_i(t) = \frac{PT}{T_0} \left(1 - e^{-\frac{\chi_2}{T_0}} + e^{-\frac{\chi_1}{T_0}} - e^{-\frac{T_0}{T_0}}\right), & \text{if } t_1 + \chi_i \leq T_0 \\
U_i(t) = \frac{PT}{T_0} \left(e^{-\frac{\chi_2}{T_0}} - e^{-\frac{\chi_1}{T_0}}\right), & \text{otherwise.}
\end{cases} \quad (21)$$

**Delta-Ham.** The coding scheme is represented as

$$M(t) = P \sum_{n=0}^{\infty} \delta(t - nT_0), \quad (22)$$

$$D_i(t) = \text{Hamiltonian functions.} \quad (23)$$

Please refer to Gupta et al. (2018) for the equations of Hamiltonian functions. When $K = 3$, the fluorescence correlation functions $U_i(t)$ $(i = 1, 2, 3)$ for Delta-Ham are

$$\begin{align*}
U_1(t) &= PT \frac{6\pi e^{-\frac{T_0}{T_0}} - e^{-\frac{\chi_2}{T_0}}}{T_0^2 + 1 + e^{-\frac{T_0}{T_0}}} , \\
U_2(t) &= PT \frac{6\pi 1 - e^{-\frac{T_0}{T_0}}}{T_0^2 + 1 + e^{-\frac{T_0}{T_0}}} , \\
U_3(t) &= PT \left(\frac{T_0}{T_0} + \frac{6\pi}{T_0} e^{-\frac{T_0}{T_0}} - e^{-\frac{T_0}{T_0}}\right).
\end{align*} \quad (24, 25, 26)$$

**Square-Square.** The coding scheme is represented as

$$M(t) = \frac{P}{2T_0} \left(1 + \text{sqr}(2\pi f_0 t, \chi_1)\right), \quad (27)$$

$$D_i(t) = \frac{1}{2} (1 + \text{sqr}(2\pi f_0 t - \phi_i, \chi_i)) \quad (i = 1, \ldots, K), \quad (28)$$

where $\phi_i = 2\pi(i - 1)/K$, $\text{sqr}$ is a square function whose amplitude is between $-1$ and 1, and $\chi_1$ and $\chi_2$ are duty cycles of $\text{sqr}$ for $M(t)$ and $D(t)$, respectively. If we define $t_1 = T_0(i - 1)/K$, $d_1 = \chi_1 T_0$, and $d_2 = \chi_2 T_0$, the fluorescence correlation functions $U_i(t)$ $(i = 1, \ldots, K)$ for Square-Square are as follows:
When $0 \leq t_i < d_1$,  
\[
U_1(\tau) = \begin{cases} 
\frac{PT}{(\chi t + 1)(e^{\chi t} - 1)} \left( \tau \left( 1 - e^{d_2 t} \right) e^{-e^{d_2 t} - e^{-\chi t}} \right) + \left( 1 - e^{-\chi t} \right) d_2, & \text{if } t_1 + d_1 \leq d_1 \\
\frac{PT}{(\chi t + 1)(e^{\chi t} - 1)} \left( \tau \left( 1 - e^{d_2 t} \right) e^{-e^{d_2 t} - e^{-\chi t}} \right) + \left( 1 - e^{-\chi t} \right) d_1 + \tau \left( 1 - e^{-\chi t} \right) e^{-\chi t} - e^{-\chi t} \right), & \text{otherwise}.
\end{cases}
\]

When $d_1 \leq t_1 \leq T_0$,  
\[
U_1(\tau) = \begin{cases} 
\frac{PT}{(\chi t + 1)(e^{\chi t} - 1)} \left( \tau \left( 1 - e^{d_2 t} \right) e^{-e^{d_2 t} - e^{-\chi t}} \right), & \text{if } t_1 + d_1 \leq T_0 \\
\frac{PT}{(\chi t + 1)(e^{\chi t} - 1)} \left( \tau \left( 1 - e^{d_2 t} \right) e^{-e^{d_2 t} - e^{-\chi t}} \right) + \left( 1 - e^{-\chi t} \right) d_1 + \tau \left( 1 - e^{-\chi t} \right) e^{-\chi t} - e^{-\chi t} \right), & \text{otherwise}.
\end{cases}
\]

\section*{Expo-Square.} The coding scheme is represented as  
\[
M(t) = \frac{\kappa P}{e^{\kappa T_0} - 1} e^{\kappa t} \quad (0 \leq t \leq T_0, \kappa \geq 0),
\]
\[
D_1(t) = \frac{1}{2} (1 + \text{sqr}(2\pi f_0 t - \phi_i, \chi)) \quad (i = 1, \ldots, K),
\]
where $\phi_i = 2\pi (i - 1)/K$, sqr is a square function whose amplitude is between $-1$ and $1$, and $\chi$ is a duty cycle of $\text{sqr}$. If we define $t_1 = T_0(i - 1)/K$, the fluorescence correlation functions $U_1(\tau)$ $(i = 1, \ldots, K)$ for Expo-Square are  
\[
U_1(\tau) = \begin{cases} 
\frac{PT}{(\kappa + 1)(e^{\kappa T_0} - 1)} \left( \frac{\tau e^{\kappa T_0} - 1}{1 - e^{-\chi t}} \right) e^{-e^{-\chi t} - e^{-\chi t}} + 1 \left( e^{\kappa T_0} - e^{\kappa T_0} \right) \left( e^{\kappa T_0} - e^{\kappa T_0} \right) d_2 + \tau \left( 1 - e^{-\chi t} \right) e^{-\chi t} - e^{-\chi t} \right), & \text{if } t_1 + \chi \leq T_0 \\
\frac{PT}{(\kappa + 1)(e^{\kappa T_0} - 1)} \left( \frac{\tau e^{\kappa T_0} - 1}{1 - e^{-\chi t}} \right) e^{-e^{-\chi t} - e^{-\chi t}} + 1 \left( e^{\kappa T_0} - e^{\kappa T_0} \right) \left( e^{\kappa T_0} - e^{\kappa T_0} \right) d_1 + \tau \left( 1 - e^{-\chi t} \right) e^{-\chi t} - e^{-\chi t} \right), & \text{otherwise}.
\end{cases}
\]

\subsection{Example}

For Sinusoid-Sinusoid coding scheme when $K = 3$,  
\[
U_1(\tau) = \frac{PT}{2T_0} \left( 1 + \frac{1}{2} \left( 1 + (2\pi f_0 \tau)^2 \right) \right),
\]
\[
U_2(\tau) = \frac{PT}{2T_0} \left( 1 + \frac{1}{2} \left( 1 + (2\pi f_0 \tau)^2 \right) \cos \left( \frac{2\pi}{3} \right) + \sin \left( \frac{2\pi}{3} \right) 2\pi f_0 \tau \right),
\]
\[
U_3(\tau) = \frac{PT}{2T_0} \left( 1 + \frac{1}{2} \left( 1 + (2\pi f_0 \tau)^2 \right) \cos \left( \frac{4\pi}{3} \right) + \sin \left( \frac{4\pi}{3} \right) 2\pi f_0 \tau \right).
\]

Thus,  
\[
F(\tau) = \frac{U_1(\tau) - U_2(\tau)}{U_2(\tau) - U_3(\tau)} = \frac{1 - \left( \cos \left( \frac{2\pi}{3} \right) + \sin \left( \frac{2\pi}{3} \right) 2\pi f_0 \tau \right)}{\left( \cos \left( \frac{4\pi}{3} \right) + \sin \left( \frac{4\pi}{3} \right) 2\pi f_0 \tau \right) - \left( \cos \left( \frac{2\pi}{3} \right) + \sin \left( \frac{2\pi}{3} \right) 2\pi f_0 \tau \right)} = b
\]
and  
\[
\tau = \frac{\sqrt{b}}{2\pi f_0 (2b + 1)}.
\]

Although $\tau$ is solvable in a closed form in the Sinusoid-Sinusoid case, in general, it is required to solve non-linear equations for other coding schemes.
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